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Abstract. The vehicle routing problem is one of the most studied combinatorial optimization topics, due to its practical importance and methodological interest. Yet, despite extensive methodological progress, many recent studies are hampered by the limited access to simple and efficient open-source solution methods. Given the sophistication of current algorithms, reimplementing is becoming a difficult and time-consuming exercise that requires extensive care for details to be truly successful. Against this background, we use the opportunity of this short paper to introduce a simple—open-source—implementation of the hybrid genetic search (HGS) specialized to the capacitated vehicle routing problem (CVRP). This state-of-the-art algorithm uses the same general methodology as Vidal et al. (2012) but also includes additional methodological improvements and lessons learned over the past decade of research. In particular, it includes an additional neighborhood called SWAP* which consists in exchanging two customers between different routes without an insertion in place. As highlighted in our study, an efficient exploration of SWAP* moves significantly contributes to the performance of local searches. Moreover, as observed in experimental comparisons with other recent approaches on the classical instances of Uchoa et al. (2017), HGS still stands as a leading metaheuristic regarding solution quality, convergence speed, and conceptual simplicity.
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1 Introduction

A decade has passed since the introduction of the hybrid genetic search with advanced diversity control (HGS in short) in Vidal et al. (2012) and the generalization of this method into a unified algorithm for the vehicle routing problem (VRP) family (Vidal et al. 2014, 2016, Vidal 2017, Vidal et al. 2021). Over this period, the method has produced outstanding results for an extensive collection of node and arc routing problems, and demonstrated that generality does not always hinder performance in this domain. As the VRP research community faces even more complex and integrated problems arising from e-commerce, home deliveries, and mobility-on-demand applications, efficient solution algorithms are more than ever instrumental for success (Vidal et al. 2020). Yet, new applications and management studies are often hampered by the need for efficient and scalable routing solution methods. The repeated invention and reproduction of heuristic solution methods turns into a time-consuming exercise that typically requires extensive care for details and systematic testing to be crowned with success. Moreover, the successful application of optimization algorithms rests on a delicate equilibrium. While the methods should be as sophisticated as required, they should also remain as simple and transparent as possible.

To facilitate future studies, we use the opportunity of this short paper to introduce an open-source HGS algorithm for the canonical capacitated vehicle routing problem (CVRP). We refer to this specialized implementation as HGS-CVRP. The C++ implementation of this algorithm has been designed to be transparent, specialized, and extremely concise, retaining only the core elements that make this method a success. Indeed, we believe that without any control on code complexity and length, it is almost always possible to achieve small performance gains through additional operators and method hybridizations, but at the cost of conceptual simplicity. We strive to avoid this pitfall as intricate designs tend to hinder scientific progress, and effectively deliver an algorithm based on two complementary operators: a crossover for diversification, and efficient local search strategies for solution improvement.

Beyond a simple reimplementation of the original algorithm, HGS-CVRP takes advantage of several lessons learned from the past decade of VRP studies: it relies on simple data structures to avoid move re-evaluations and uses the optimal linear-time Split algorithm of Vidal (2016). Moreover, its specialization to the CVRP permits significant methodological simplifications. In particular, it does not rely on the visit-pattern improvement (PI) operator (Vidal et al. 2012) originally designed for VRPs with multiple periods, and uses instead a new neighborhood called Swap*. As demonstrated in this paper, Swap* contains $\Theta(n^4)$ moves but can be explored in sub-quadratic time. This neighborhood contains many improving moves that otherwise would not be identified. It can also be pruned by simple geometrical arguments, and largely contributes to the search performance. Our methodological developments are backed up by detailed experimental analyses which permit to evaluate the performance of HGS-CVRP and the contribution of Swap*.
As observed in our results, this new algorithm reaches the same solution quality as the original HGS algorithm from (Vidal et al. 2012) in a fraction of its computational time, and largely outperforms all other existing CVRP algorithms.

The remainder of this paper is structured as follows. Section 2 describes the HGS and its adaptations for the canonical CVRP. Section 3 presents the new Swap* neighborhood. Section 4 quickly discusses the structure of the open-source code. Section 5 details our computational experiments, and Section 6 finally concludes.

2 Hybrid Genetic Search for the CVRP

We consider a complete graph \( G = (V, E) \) in which vertex 0 represents a depot at which a fleet of \( m \) vehicles is based, and the remaining vertices \( \{0, 1, \ldots, n\} \) represent customer locations. Each edge \((i, j) \in E\) represents the possibility of traveling between locations \( i \) and \( j \) at a cost \( c_{ij} \). The CVRP consists in determining up to \( m \) vehicle routes starting and ending at the depot, in such a way that each customer is visited once, the total demand of the customers in any route does not exceed the vehicle capacity \( Q \), and the sum of the distances traveled by the vehicles is minimized (Toth and Vigo 2014).

Our modern HGS-CVRP uses the same search scheme as the original method of Vidal et al. (2012). Its performance comes from a combination of three main strategies.

- **A synergistic combination of crossover-based and neighborhood-based search**, jointly evolving a population of individuals representing CVRP solutions. The former allows a diversified search in the solution space, while the latter permits aggressive solution improvement. Algorithms of this type are sometimes coined as memetic algorithms (Moscato and Cotta 2010).

- **A controlled exploration of infeasible solutions**, in which any excess load in the routes is linearly penalized. This allows focusing the search in regions that are close to the feasibility boundaries, where optimal or near-optimal solutions are more likely to belong (Glover and Hao 2011, Vidal et al. 2015).

- **Advanced population diversity management strategies** during parent and survivor selection, allowing to maintain a diversified and high-quality set of solutions and counterbalance the loss of diversity due to the neighborhood search.

The general structure of the search is represented in Figure 1. After a population initialization phase, the algorithm iteratively generates new solutions by 1) selecting two parents, 2) recombining them to produce a new solution, 3) improving this solution with a local search, and 4) inserting
the result in the population. This process is repeated until a termination criterion is attained, typically a number of consecutive iterations $N_{\text{IT}}$ without improvement or a time limit $T_{\text{MAX}}$.

Parents Selection. To select each parent, the algorithm performs a binary tournament selection consisting in randomly picking, with uniform probability, two individuals and retaining the one with the best fitness. It is noteworthy that the notion of fitness in HGS is grounded on objective value and diversity considerations. Each individual is therefore characterized by (i) its rank in terms of solution quality, and (ii) its rank in terms of diversity contribution, measured as its average broken-pairs distance to its $n_{\text{CLOSEST}}$ most similar solutions in the population. A biased fitness function is then calculated as a weighted sum of these ranks, giving a slightly larger weight to solution quality to ensure that the top $n_{\text{ELITE}}$ best individuals are preserved during the search (Vidal et al. 2012).

Recombination. HGS applies an ordered crossover (OX – Oliver et al. 1987) on a simple permutation-based representation of the two parents. This representation omits the visits to the depot, in such a way that capacity constraints are disregarded in the crossover. This design choice is convenient since there exists a dynamic programming algorithm, called SPLIT, capable of optimally re-inserting trip delimiters in the crossover’s output to produce a complete CVRP.
solution (Beasley 1983, Prins 2004). In HGS-CVRP, we rely on the efficient linear-time Split algorithm introduced by Vidal (2016) after each crossover operation.

**Neighborhood Search.** An efficient local search is applied to each solution resulting from the crossover and Split algorithms. In the original algorithm of Vidal et al. (2012), this search included two phases: route improvement (RI) and pattern improvement (PI). The RI local search uses Swap and Relocate moves, generalized to sequences of two consecutive nodes, as well as 2-Opt and 2-Opt*. These neighborhoods are restricted to moves involving geographically close node pairs \((i,j)\), such that \(j\) belongs to the \(\Gamma\) closest clients from \(i\). The granularity parameter \(\Gamma\) therefore limits the neighborhoods’ size to \(O(\Gamma n)\). The pattern improvement (PI) phase was originally designed to optimize visit-pattern decisions for multi-period VRPs. In CVRP context, this additional search is equivalent to an unrestricted (and therefore time-consuming) Relocate neighborhood. For this reason, we excluded this neighborhood in HGS-CVRP, and instead included an additional neighborhood in RI called Swap*, as described in Section 3.

Due to the controlled exploration of infeasible solutions, is it possible for a solution to remain infeasible after the local search. When this happens, a Repair operation is applied with 50% probability. This operation consists of running the local search with \((10 \times)\) higher penalty coefficients, aiming to recover a feasible solution.

**Population management.** HGS maintains two subpopulations: for feasible and infeasible solutions, respectively. Each individual produced in the previous steps is directly included in the adequate subpopulation. Moreover, each subpopulation is managed to contain between \(\mu\) and \(\mu + \lambda\) solutions, in such a way that the parameter \(\mu\) represents a minimum size and parameter \(\lambda\) is a generation size. Whenever a subpopulation reaches \(\mu + \lambda\) individuals, a survivors selection phase is triggered to iteratively eliminate \(\lambda\) solutions. This is done by iteratively removing a clone solution (i.e., identical to another one) if such a solution exists, or otherwise the worst solution in terms of biased fitness.

The penalty parameters for solution infeasibility are adapted through the search to achieve a target ratio \(\xi^{REF}\) of feasible solutions at the end of the local search (LS). This is done by monitoring the number of feasible solutions obtained at regular intervals and increasing or decreasing the penalty coefficient to achieve the desired target ratio, as in Vidal et al. (2012). Finally, to deliver a method which remains as conceptually simple as possible, we did not include additional diversification phases in HGS-CVRP.
The SWAP* Neighborhood

The classical SWAP neighborhood exchanges two customers in place (i.e., one replaces the other and vice-versa). This neighborhood is typically used for intra-route and inter-route improvements. In contrast, the proposed SWAP* neighborhood consists in exchanging two customers \( v \) and \( v' \) from different routes \( r \) and \( r' \) without an insertion in place. In this process, \( v \) can be inserted in any position of \( r' \), and \( v' \) can likewise be inserted in any position of \( r \). Enumerating all the SWAP* moves would take a computational time proportional to \( \Theta(n^4) \) in the worst case. However, more efficient search strategies exist. Theorem 1, in particular, will permit to cut down this complexity.

**Theorem 1** In a best SWAP* move between customers \( v \) and \( v' \) within routes \( r \) and \( r' \), the new insertion position of \( v \) in \( r' \) is either:

i) in place of \( v' \), or

ii) among the three best insertion positions in \( r' \) as evaluated prior to the removal of \( v' \).

A symmetrical argument holds for the new insertion position of \( v' \) in \( r \).

**Proof.** Let \( P(r) = \{(0,r_1), (r_1,r_2), \ldots, (r_{|r|-1}, r_{|r|}), (r_{|r|}, 0)\} \) be the set of edges representing possible insertion positions in a route \( r = (r_1, \ldots, r_{|r|}) \). The insertion cost of a vertex \( v \) in a position \( (i, j) \in P(r) \) is evaluated as \( \Delta(v, i, j) = c_{iv} + c_{vj} - c_{ij} \). The best insertion cost of a vertex \( v \) in a route \( r \) is calculated as \( \Delta_{\text{MIN}}(v, r) = \min_{(i, j) \in P(r)} \Delta(v, i, j) \).

Let \( v'_p \) and \( v'_s \) represent the predecessor and successor of \( v' \) in its original route \( r' \). After removal of \( v' \), the best insertion cost of vertex \( v \) in the resulting route \( r' \) is calculated as:

\[
\Delta_{\text{MIN}}(v, r') = \min \{ \Delta(v, v'_p, v'_s), \min_{(i, j) \in \mathcal{P}} \Delta(v, i, j) \};
\]

where \( \mathcal{P} = P(r') - \{(v'_p, v'), (v', v'_s)\} \).

The first term of Equation (1) represents an insertion in place of \( v' \) (first statement of Theorem 1), whereas the second term corresponds to a minimum value over \( P(r') \) without two elements. Therefore, this minimum is necessarily attained for one of the three best values over \( P(r') \). \( \square \)

Algorithm 1 builds on Theorem 1 to provide an efficient search strategy for SWAP*. The neighborhood exploration is organized by route pairs \( r \) and \( r' \) (Lines 1–2), firstly preprocessing the three best insertion positions of each customer \( v \in r \) into \( r' \) (Lines 3–4) and of each customer \( v \in r' \) into \( r \) (Lines 5–6), and then exploiting this information to find the best move for each node \( v \in r \) and \( v' \in r' \) (Lines 8–16). Since the preprocessed information is valid until the routes have been modified, we use a move acceptance strategy that consists in applying the best SWAP* move per route pair (Lines 17–18).
Applying this move permits to reduce the number of route $\textit{X-n101-k25}$ from Uchoa et al. (2017). Four solutions are represented. The trips from and to intersections without violating capacity constraints. Moreover, it permits a follow-up improvement can identify a critical improvement between two routes highlighted in boldface on the figure of all standard CVRP neighborhoods (\textit{Swap}).

We therefore only evaluate \textit{Swap*} experiments, with this additional restriction, the computational effort needed to explore the depot are presented with dashes to enhance readability. Solution (i) is a local minimum decreases and becomes comparable to that of other standard neighborhoods in RI.

Since a quadratic-time algorithm may still represent a bottleneck for large instances, we opted to restrict further the route pairs $(r, r')$ considered at Lines 3 and 4 using simple geometric arguments. We therefore only evaluate \textit{Swap*} moves between $r$ and $r'$ if the polar sectors (from the depot) associated with these routes intercept each other. As shown in our computational experiments, with this additional restriction, the computational effort needed to explore \textit{Swap*} decreases and becomes comparable to that of other standard neighborhoods in RI.

Figure 2 illustrates the \textit{Swap*} neighborhood during one execution of HGS-CVRP on instance X-n101-k25 from Uchoa et al. (2017). Four solutions are represented. The trips from and to the depot are presented with dashes to enhance readability. Solution (i) is a local minimum of all standard CVRP neighborhoods (\textit{Swap}, \textit{Relocate}, \textit{2-opt} and \textit{2-opt*}). Still, \textit{Swap*} can identify a critical improvement between two routes highlighted in boldface on the figure (with their associated polar sectors). Applying this move permits to reduce the number of route intersections without violating capacity constraints. Moreover, it permits a follow-up improvement.

\begin{algorithm}
\begin{algorithmic}[1]
\For {each route $r \in \mathcal{R}$}
\For {each route $r'$ in $\Gamma^R(r)$}
\For {each customer vertex $v \in r$} \Comment{Preprocessing Phase}
\State $((i_1 v, j_1 v), (i_2 v, j_2 v), (i_3 v, j_3 v)) \leftarrow \text{FindTop3Locations}(v, r')$
\EndFor
\For {each customer vertex $v' \in r'$}
\State $((i_1 v', j_1 v'), (i_2 v', j_2 v'), (i_3 v', j_3 v')) \leftarrow \text{FindTop3Locations}(v', r)$
\EndFor
\State $\Delta_{\text{best}} = 0$
\EndFor
\For {each customer vertex $v \in r$} \Comment{Search Phase}
\For {each customer vertex $v' \in r'$}
\State $k = \min \{ \kappa | i_{kv} \neq v' \text{ and } j_{kv} \neq v' \}$
\State $k' = \min \{ \kappa | i_{kv'} \neq v \text{ and } j_{kv'} \neq v' \}$
\State $\Delta_{v \rightarrow v'} = \min \{ \Delta(v, v', v_s), \Delta(v, i_{kv}, j_{kv}) \} - \Delta(v, v_p, v_s)$
\State $\Delta_{v' \rightarrow v} = \min \{ \Delta(v', v_p, v_s), \Delta(v', i_{kv'}, j_{kv'}) \} - \Delta(v', v_p, v_s)$
\If {$\Delta_{v \rightarrow v'} + \Delta_{v' \rightarrow v} < \Delta_{\text{best}}$}
\State $\Delta_{\text{best}} = \Delta_{v \rightarrow v'} + \Delta_{v' \rightarrow v}$
\State $(v_{\text{best}}, v'_{\text{best}}) = (v, v')$
\EndIf
\EndFor
\EndFor
\State \text{ApplySwap*}(v_{\text{best}}, v'_{\text{best}})$
\end{algorithmic}
\end{algorithm}

Each call to the function \text{FindTop3Locations}(v, r)$ requires a computational time proportional to the size of the route $r$. Therefore, the computational time of Algorithm 1 grows as

$$\Phi = \sum_{r \in \mathcal{R}} \sum_{r' \in \mathcal{R}} \left( \sum_{v \in r} |r'| + \sum_{v' \in r'} |r| + \sum_{v \in r} \sum_{v' \in r'} 1 \right) = \mathcal{O}(|r||r'|).$$

(3)

Since a quadratic-time algorithm may still represent a bottleneck for large instances, we opted to restrict further the route pairs $(r, r')$ considered at Lines 3 and 4 using simple geometric arguments. We therefore only evaluate \textit{Swap*} moves between $r$ and $r'$ if the polar sectors (from the depot) associated with these routes intercept each other. As shown in our computational experiments, with this additional restriction, the computational effort needed to explore \textit{Swap*} decreases and becomes comparable to that of other standard neighborhoods in RI.
i) Two routes with overlapping circles sectors:

![Illustration of two routes with overlapping circles sectors](image1)

Cost: 27822

ii) The same routes after SWAP*:

![Illustration of the same routes after SWAP*](image2)

Cost: 27763

iii) After an additional RELOCATE move:

![Illustration of the routes after an additional RELOCATE move](image3)

Cost: 27707

iv) Final (optimal) solution found by HGS:

![Illustration of the final (optimal) solution found by HGS](image4)

Cost: 27591

Figure 2: Illustration of the SWAP* neighborhood on instance X-n101-k25
with Relocate, leading to Solution (iii). It is noteworthy that the solution resulting from these moves exhibits the same route arrangement in the top left quadrant as Solution (iv), which is known to be optimal for this instance.

4 Open-Source Implementation

Our open-source implementation is provided at https://github.com/vidalt/HGS-CVRP. The code includes six main classes.

- **[Individual]** represents the solutions (i.e., individuals of the genetic algorithm) through the search. For convenience, we store complete solutions including trip delimiters along with their associated giant tours. According to this design, the trip delimiters are immediately recalculated after crossover using the Split algorithm. This facilitates solution manipulation, feasibility checks, and distance calculations (when evaluating population diversity).
- **[Population]** holds the two subpopulations. It also contains efficient data structures to memorize the distances between solutions used in the diversity calculations.
- **[Genetic]** contains the main structure of the genetic algorithm and the crossover operator.
- **[Split]** contains the linear split algorithm as introduced in Vidal (2016).
- **[LocalSearch]** provides all the functions needed for the RI local search, including the \textsc{Swap}* exploration procedure which is directly embedded after the other neighborhoods. Without doubt, this is the most time-critical component of the algorithm. To efficiently represent and update the incumbent solution, we use a specialized array data structure for indexed access in $O(1)$, along with pointers giving access to the predecessors and successors in the routes. This allows efficient preprocessing, move evaluations, and solution modifications. We also use a smart data structure to register the moves that have already been tested without improvement. Instead of using binary “move descriptors” (see, e.g., Zachariadis and Kiranoudis 2010) which require a substantial computational effort for reinitialization upon modification of a route, we rely on integer “time stamps” to register “when” a route was last modified, and “when” the moves associated to a given customer were last evaluated. Any non-decreasing counter can be used as a representation of time. We opted to use the number of applied moves for that purpose. A simple $O(1)$ comparison of the time stamps permits to quickly determine if the routes have been modified since the last move evaluation, and no reinitialization is needed when a route is modified.
- **[CircleSector]** contains elementary routines to calculate polar sectors and their intersections for \textsc{Swap}*.
- **[Params]**, [Commandline] and [main] finally store the parameters of the algorithm and permit to launch the code. The method is driven by only six parameters: the granular search parameter $\Gamma$, the population size parameters $\mu$ and $\lambda$, the parameters $n_{\text{Closest}}$ and $n_{\text{Elite}}$. 


involved in the calculation of the biased fitness measure, and finally the target proportion of feasible individuals $\xi_{\text{ref}}$ for penalty adaptation. All of these parameters have been set to the original values calibrated in Vidal et al. (2012), except $n_{\text{Elite}}$ which has been lowered down to $n_{\text{Elite}} = 4$ to favor diversity and counterbalance the additional convergence due to the \textsc{Swap}* neighborhood.

The algorithm can be run with a termination criterion based on a number of consecutive iterations without improvement $N_{\text{IT}}$ (20,000 per default) or a CPU time limit $T_{\text{MAX}}$. In the latter case, the algorithm restarts after each $N_{\text{IT}}$ iterations without improvement and collects the best solution until the time limit.

5 Experimental Analyses

Good testing practices in optimization call for code comparisons on similar computing environments with the same number of threads (usually one) and time (Talbi 2009, Kendall et al. 2016). CPU time and solution quality cannot be examined separately, such that claims about fast solutions without a critical evaluation of solution quality are mainly inconclusive. Indeed, CPU time is often a direct consequence of the choice of termination criterion and parameters (when it is not itself the termination criterion) and is best seen as a factor rather than an experimental outcome.

There exist different ways to consider speed and solution quality jointly in experimental analyses. A first generic approach is to opt for a bi-objective evaluation (e.g., in Figure 4.3 of Laporte et al. 2014) to identify non-dominated methods. Another intuitive approach, typical in bi-objective analyses, is to fix one dimension and measure the other, by either setting the same CPU-time limit for all algorithms or a target solution quality to achieve (Aiex et al. 2007, Talbi 2009). Lastly, one could compare the complete convergence profiles of different algorithms during their execution by measuring solution quality over time. This approach provides the most insights, but it requires additional intervention into the algorithms to collect the solution values found throughout the search. We will favor this approach since we have access to the implementation of the algorithms being compared.

Our computational experiments follow two primary goals. Firstly, we evaluate the impact of our main methodological proposal —the \textsc{Swap}* neighborhood— by comparing two method variants: the HGS from Vidal et al. (2012) with its modern HGS-CVRP implementation using \textsc{Swap}*.

Second, we extend our experimental comparison to other CVRP heuristics to compare their convergence behavior using the same computational environment. For this analysis, we consider recent algorithms representative of the current academic state-of-the-art:

- the hybrid iterated local search (HILS) of Subramanian et al. (2013);
- the knowledge guided local search (KGLS) of Arnold and Sörensen (2018);
- the slack induction by string removals (SISR) of Christiaens and Vanden Berghe (2020).
We obtained access to HILS’ source code and to an executable library of KGLS from their authors. The original implementation of SISR was unavailable, but we had access to a faithful reproduction of this algorithm from Guillen et al. (2020), which achieve solutions of a quality which is statistically indistinguishable from that of the original algorithm, in a similar or slightly shorter amount of time. Finally, we also establish a comparison with the open-source routing solver provided by Google OR-Tools at https://github.com/google/or-tools, since this algorithm is widely used in practical applications. We use the guided local search (GLS) variant of this solver as recommended in the documentation. To our knowledge, this is one of the first analyses to evaluate such a wide diversity of state-of-the-art algorithm implementations on a single test platform.

We conduct our experiments on the 100 classical benchmark instances of Uchoa et al. (2017), as they cover diverse characteristics (e.g., distribution of demands, customer and depot positioning, route length) and represent a significant challenge for modern algorithms. HGS, HGS-CVRP, ILS, and OR-Tools have been developed in C++ and compiled with g++ 9.1.0, while KGLS and SISR use Java OpenJDK 13.0.1. All experiments are run on a single thread of an Intel Gold 6148 Skylake 2.4 GHz processor with 40 GB of RAM, running CentOS 7.8.2003.

We monitor each algorithm’s progress up to a time limit of $T_{\text{max}} = n \times 240/100$ seconds, where $n$ represents the number of customers. Therefore, the smallest instance with 100 clients is run for 4 minutes, whereas the largest instance containing 1000 clients is run for 40 minutes. During each run, we record the best solution value after 1%, 2%, 5%, 10%, 15%, 20%, 30%, 50%, 75%, and 100% of the time limit to measure the performance of the algorithms at different stages of the search. To increase statistical significance, we perform ten independent runs with different seeds. For KGLS and OR-tools, we use different random permutations of the customers in the data file, since these two algorithms are deterministic but depend on the order of the customers in the data (in this case, the permutation of the customers effectively acts as a seed). We finally calculate the gap of each algorithm as $\text{Gap} = (z - z_{\text{BKS}})/z_{\text{BKS}}$, where $z$ is the solution value of the algorithm and $z_{\text{BKS}}$ is the best known solution (BKS) value for this instance, as listed on the CVRPLIB website at http://vrp.atd-lab.inf.puc-rio.br/index.php/en/1.

**Final solution quality.** Tables 1–3 compare the solution quality of the different algorithms at $T_{\text{max}}$. For each method and instance, it indicates the average and best solution value found over the ten runs, as well as the average percentage gap from the BKS. The bottom lines of the last table also report a summary of the gaps over all instances, and count the number of instances for which the BKS has been attained in at least one run.

---
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X-n101-k25</td>
<td>27977.2</td>
<td>1.10</td>
<td>27865</td>
<td>27591.0</td>
<td>0.00</td>
<td>27591.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n106-k14</td>
<td>26757.5</td>
<td>1.50</td>
<td>26747</td>
<td>26591.0</td>
<td>0.00</td>
<td>26591.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n101-k13</td>
<td>15099.8</td>
<td>0.86</td>
<td>14986</td>
<td>14971.0</td>
<td>0.00</td>
<td>14971.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n115-k10</td>
<td>12808.3</td>
<td>0.48</td>
<td>12768</td>
<td>12747.0</td>
<td>0.00</td>
<td>12747.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n120-k6</td>
<td>13501.9</td>
<td>1.27</td>
<td>13458</td>
<td>13332.0</td>
<td>0.00</td>
<td>13332.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n125-k30</td>
<td>56853.4</td>
<td>2.37</td>
<td>56601</td>
<td>55713.0</td>
<td>0.53</td>
<td>55713.0</td>
<td>0.53</td>
</tr>
<tr>
<td>X-n129-k18</td>
<td>29722.3</td>
<td>2.71</td>
<td>29668</td>
<td>29571.0</td>
<td>0.00</td>
<td>29571.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n33-k14</td>
<td>11171.0</td>
<td>2.41</td>
<td>11096</td>
<td>10947.5</td>
<td>0.29</td>
<td>10947.5</td>
<td>0.29</td>
</tr>
<tr>
<td>X-n39-k10</td>
<td>13741.2</td>
<td>1.11</td>
<td>13678</td>
<td>13591.2</td>
<td>0.00</td>
<td>13591.2</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n43-k7</td>
<td>16313.5</td>
<td>2.77</td>
<td>16201</td>
<td>15735.7</td>
<td>0.23</td>
<td>15735.7</td>
<td>0.23</td>
</tr>
<tr>
<td>X-n48-k18</td>
<td>44598.5</td>
<td>2.65</td>
<td>44334</td>
<td>43448.0</td>
<td>0.00</td>
<td>43448.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n53-k22</td>
<td>21789.3</td>
<td>2.59</td>
<td>21615</td>
<td>21482.8</td>
<td>0.10</td>
<td>21482.8</td>
<td>0.10</td>
</tr>
<tr>
<td>X-n57-k13</td>
<td>17137.7</td>
<td>1.55</td>
<td>17086</td>
<td>16876.0</td>
<td>0.00</td>
<td>16876.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n62-k11</td>
<td>14826.2</td>
<td>0.88</td>
<td>14328</td>
<td>14152.4</td>
<td>0.10</td>
<td>14152.4</td>
<td>0.10</td>
</tr>
<tr>
<td>X-n67-k10</td>
<td>21176.4</td>
<td>3.01</td>
<td>21125</td>
<td>20486.3</td>
<td>0.23</td>
<td>20486.3</td>
<td>0.23</td>
</tr>
<tr>
<td>X-n72-k51</td>
<td>46874.9</td>
<td>2.78</td>
<td>46695</td>
<td>45665.3</td>
<td>0.13</td>
<td>45665.3</td>
<td>0.13</td>
</tr>
<tr>
<td>X-n76-k26</td>
<td>49260.2</td>
<td>3.03</td>
<td>48986</td>
<td>48218.5</td>
<td>0.85</td>
<td>48218.5</td>
<td>0.85</td>
</tr>
<tr>
<td>X-n81-k23</td>
<td>25935.6</td>
<td>1.43</td>
<td>25787</td>
<td>25572.1</td>
<td>0.00</td>
<td>25572.1</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n86-k15</td>
<td>24908.0</td>
<td>3.16</td>
<td>24908</td>
<td>24170.7</td>
<td>0.11</td>
<td>24170.7</td>
<td>0.11</td>
</tr>
<tr>
<td>X-n94-k8</td>
<td>17424.6</td>
<td>1.11</td>
<td>17380</td>
<td>17108.8</td>
<td>0.75</td>
<td>17108.8</td>
<td>0.75</td>
</tr>
<tr>
<td>X-n95-k51</td>
<td>46151.1</td>
<td>4.36</td>
<td>45757</td>
<td>44305.0</td>
<td>0.18</td>
<td>44305.0</td>
<td>0.18</td>
</tr>
<tr>
<td>X-n200-k36</td>
<td>60447.9</td>
<td>3.19</td>
<td>60308</td>
<td>58784.0</td>
<td>0.35</td>
<td>58784.0</td>
<td>0.35</td>
</tr>
<tr>
<td>X-n204-k19</td>
<td>20348.4</td>
<td>4.00</td>
<td>20125</td>
<td>19617.6</td>
<td>0.27</td>
<td>19617.6</td>
<td>0.27</td>
</tr>
<tr>
<td>X-n209-k16</td>
<td>31775.5</td>
<td>3.65</td>
<td>31740</td>
<td>30739.0</td>
<td>0.37</td>
<td>30739.0</td>
<td>0.37</td>
</tr>
<tr>
<td>X-n214-k11</td>
<td>11374.7</td>
<td>4.77</td>
<td>11228</td>
<td>11077.2</td>
<td>0.24</td>
<td>11077.2</td>
<td>0.24</td>
</tr>
<tr>
<td>X-n219-k73</td>
<td>118039.0</td>
<td>0.38</td>
<td>117924</td>
<td>117595.0</td>
<td>0.00</td>
<td>117595.0</td>
<td>0.00</td>
</tr>
<tr>
<td>X-n223-k34</td>
<td>42046.6</td>
<td>3.98</td>
<td>41794</td>
<td>40549.8</td>
<td>0.28</td>
<td>40549.8</td>
<td>0.28</td>
</tr>
<tr>
<td>X-n228-k23</td>
<td>26613.4</td>
<td>3.39</td>
<td>26396</td>
<td>25803.7</td>
<td>0.24</td>
<td>25803.7</td>
<td>0.24</td>
</tr>
<tr>
<td>X-n233-k16</td>
<td>19883.9</td>
<td>3.40</td>
<td>19654</td>
<td>19286.0</td>
<td>0.32</td>
<td>19286.0</td>
<td>0.32</td>
</tr>
<tr>
<td>X-n237-k14</td>
<td>27927.5</td>
<td>3.27</td>
<td>27809</td>
<td>27066.8</td>
<td>0.10</td>
<td>27066.8</td>
<td>0.10</td>
</tr>
<tr>
<td>X-n241-k48</td>
<td>85518.0</td>
<td>3.34</td>
<td>85518</td>
<td>82867.9</td>
<td>0.14</td>
<td>82867.9</td>
<td>0.14</td>
</tr>
<tr>
<td>X-n247-k50</td>
<td>38282.8</td>
<td>2.71</td>
<td>37853</td>
<td>37502.3</td>
<td>0.61</td>
<td>37502.3</td>
<td>0.61</td>
</tr>
<tr>
<td>X-n251-k28</td>
<td>40087.6</td>
<td>3.63</td>
<td>40007</td>
<td>38859.4</td>
<td>0.45</td>
<td>38859.4</td>
<td>0.45</td>
</tr>
<tr>
<td>X-n256-k16</td>
<td>19294.5</td>
<td>2.42</td>
<td>19067</td>
<td>18880.8</td>
<td>0.22</td>
<td>18880.8</td>
<td>0.22</td>
</tr>
<tr>
<td>X-n261-k13</td>
<td>27920.6</td>
<td>5.13</td>
<td>27760</td>
<td>26808.2</td>
<td>0.94</td>
<td>26808.2</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 1: Comparison of solution quality at $T_{\text{MAX}}$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-------------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>X-n548-k50</td>
<td>89382.6</td>
<td>3.09</td>
<td>89066</td>
<td>86976.2</td>
<td>0.32</td>
<td>86813</td>
<td>0.17</td>
</tr>
<tr>
<td>X-n561-k42</td>
<td>45758.6</td>
<td>7.12</td>
<td>45330</td>
<td>43095.7</td>
<td>0.89</td>
<td>42918</td>
<td>0.64</td>
</tr>
<tr>
<td>X-n573-k30</td>
<td>52436.5</td>
<td>3.48</td>
<td>52080</td>
<td>51203.9</td>
<td>1.05</td>
<td>51012</td>
<td>0.56</td>
</tr>
<tr>
<td>X-n586-k159</td>
<td>198347.2</td>
<td>4.22</td>
<td>197853</td>
<td>190835.6</td>
<td>0.27</td>
<td>190695</td>
<td>0.43</td>
</tr>
<tr>
<td>X-n669-k44</td>
<td>106956.8</td>
<td>0.17</td>
<td>106936</td>
<td>106841.6</td>
<td>0.06</td>
<td>106808</td>
<td>0.30</td>
</tr>
<tr>
<td>X-n649-k130</td>
<td>151874.1</td>
<td>3.79</td>
<td>151071</td>
<td>148272.8</td>
<td>1.33</td>
<td>147974</td>
<td>1.02</td>
</tr>
<tr>
<td>X-n685-k75</td>
<td>74085.5</td>
<td>8.62</td>
<td>73090</td>
<td>68988.4</td>
<td>1.15</td>
<td>68843</td>
<td>0.64</td>
</tr>
<tr>
<td>X-n701-k44</td>
<td>87060.3</td>
<td>6.27</td>
<td>86604</td>
<td>83154.4</td>
<td>1.51</td>
<td>82892</td>
<td>0.72</td>
</tr>
<tr>
<td>X-n733-k159</td>
<td>143829.1</td>
<td>4.26</td>
<td>143291</td>
<td>137011.7</td>
<td>0.61</td>
<td>138948.2</td>
<td>0.34</td>
</tr>
<tr>
<td>X-n749-k130</td>
<td>82813.6</td>
<td>7.11</td>
<td>82083</td>
<td>78323.3</td>
<td>1.31</td>
<td>78213</td>
<td>0.46</td>
</tr>
<tr>
<td>X-n766-k71</td>
<td>123106.2</td>
<td>7.56</td>
<td>121645</td>
<td>115853.3</td>
<td>1.23</td>
<td>115260</td>
<td>0.43</td>
</tr>
<tr>
<td>X-n856-k95</td>
<td>91613.9</td>
<td>2.98</td>
<td>91109</td>
<td>89266.2</td>
<td>0.34</td>
<td>89082</td>
<td>0.28</td>
</tr>
<tr>
<td>X-n876-k59</td>
<td>103564.7</td>
<td>4.37</td>
<td>103037</td>
<td>100647.1</td>
<td>1.20</td>
<td>100418</td>
<td>0.22</td>
</tr>
<tr>
<td>X-n916-k207</td>
<td>342127.2</td>
<td>3.33</td>
<td>340978</td>
<td>331535.8</td>
<td>1.60</td>
<td>329912</td>
<td>0.59</td>
</tr>
<tr>
<td>X-n957-k87</td>
<td>88910.3</td>
<td>3.67</td>
<td>88522</td>
<td>89708.7</td>
<td>0.60</td>
<td>88564</td>
<td>0.33</td>
</tr>
<tr>
<td>X-n979-k58</td>
<td>132882.5</td>
<td>4.12</td>
<td>132170</td>
<td>128657.6</td>
<td>2.10</td>
<td>127774</td>
<td>0.29</td>
</tr>
<tr>
<td>X-n1001-k43</td>
<td>78083.9</td>
<td>7.01</td>
<td>77377</td>
<td>75783.4</td>
<td>1.17</td>
<td>75432</td>
<td>0.51</td>
</tr>
</tbody>
</table>

| OR-Tools (2020)   |         |              |         |              |         |              |         |              |         |              |         |              |
| HILLS (2013)      |         |              |         |              |         |              |         |              |         |              |         |              |
| KSLS (2018)       |         |              |         |              |         |              |         |              |         |              |         |              |
| HGS-CVRP (2020)   |         |              |         |              |         |              |         |              |         |              |         |              |
| BKS               |         |              |         |              |         |              |         |              |         |              |         |              |

<table>
<thead>
<tr>
<th>Min Gap</th>
<th>Avg Gap</th>
<th>Max Gap</th>
<th>Nb BKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.38</td>
<td>0.66</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>0.11</td>
<td>0.98</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>0.15</td>
<td>0.95</td>
<td>0.31</td>
<td>0.95</td>
</tr>
<tr>
<td>0.11</td>
<td>0.98</td>
<td>0.21</td>
<td>0.98</td>
</tr>
<tr>
<td>0.34</td>
<td>0.97</td>
<td>0.63</td>
<td>0.97</td>
</tr>
</tbody>
</table>
As visible in these experiments, HGS-CVRP (with an average gap of 0.11%) obtains, at the completion of the run, solutions of significantly higher quality than the other approaches, followed by SISR (0.19%), HGS (0.21%), KGLS (0.53%), HILS (0.66%) and OR-Tools (4.01%). The original HGS of Vidal et al. (2012) found good quality solutions, but the additional inclusion of the Swap* neighborhood has led to a significant methodological breakthrough, roughly reducing the remaining gap by half. The small and medium instances especially (first 50 instances with up to 330 customers) are systematically solved to optimality or near-optimality, with an average gap of 0.02% for HGS-CVRP. Despite widespread commercial use, OR-Tools does not perform well compared to state-of-the-art algorithms with around 4% excess distance (a large value given that the transportation sector works with tight profit margins). In terms of the number of BKS, HGS-CVRP leads with 44 BKS, followed by HGS (34), SISR (21), HILS (18), KGLS (6), and finally OR-Tools (0). Gathering the best solutions over all our experiments has led to 17 new BKS, which have been added to the CVRPlib on September 21th, 2020.

Convergence over time. Figures 3 and 4 show the algorithms’ progress over time on a logarithmic scale. The former figure is based on the results of all instances, whereas the latter figure focuses on subsets of these instances:

- **a)** SMALL: First 50 instances counting between 100 and 330 customers;
- **b)** LARGE: Last 50 instances counting between 335 and 1000 customers;
- **c)** SHORT ROUTES: Instances of index \( i = 5k + 1 \) or \( i = 5k + 2 \) for \( k \in \mathbb{N} \). By design, these 40 instances have a smaller number of customers per route (Uchoa et al. 2017).
- **d)** LONG ROUTES: Instances of index \( i = 5k + 4 \) or \( i = 5k \) for \( k \in \mathbb{N} \). By design, these 40 instances have a larger number of customers per route (Uchoa et al. 2017).

![Figure 3: Convergence of the algorithms over time](image-url)
As visible in Figures 3–4, the relative rank of the algorithms in terms of solution quality remains generally stable over time, except for SISR which converges towards high-quality solutions only later in the run. This behavior is due to its simulated-annealing acceptance criterion (with an exponential temperature decay), which favors exploration during the earlier phases of the search and only triggers convergence when the temperature is low enough. We observe that HGS-CVRP outperforms HGS and the other algorithms at any point in time (from 1% to 100%) and that Swap* positively impacts the search even at early stages. KGLS finds good quality solutions in general, but it does not converge faster than other approaches as originally claimed. HILS performs better on instances with short routes, due to the increased effectiveness of its set-partitioning component in that regime. Finally, SISR achieves its peak performance on larger instances, confirming the original observations of the authors.

**Analysis of the SWAP* neighborhood.** To conclude our analysis, Figure 5 displays the share
of the computational time dedicated to the exploration of each neighborhood (RELOCATE and variants thereof involving consecutive node pairs, Swap and variants thereof involving consecutive node pairs, 2-OPT, 2-OPT*, and Swap*), as well as the relative proportion of moves of each type applied during the first loop of the local search (the first time these moves are tried for a given solution) and during the rest of the local search (once the most “obvious” local search moves have been already applied). These figures are based on run statistics collected during ten executions on six instances with diverse characteristics from the extended “sensitivity analysis” benchmark of Uchoa et al. (2017). The characteristics of these instances are summarized in Table 4, in which \( r \) represents the expected number of customers in the routes.

![Figure 5: Statistics on the use of the neighborhoods of HGS-CVRP](image)

### Table 4: Characteristics of the instances used in the sensitivity analysis

<table>
<thead>
<tr>
<th>Instance</th>
<th>( n )</th>
<th>Depot</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>200</td>
<td>Centered</td>
<td>[9,11]</td>
</tr>
<tr>
<td>Small</td>
<td>100</td>
<td>Centered</td>
<td>[9,11]</td>
</tr>
<tr>
<td>Large</td>
<td>600</td>
<td>Centered</td>
<td>[9,11]</td>
</tr>
<tr>
<td>Corner</td>
<td>200</td>
<td>Corner</td>
<td>[9,11]</td>
</tr>
<tr>
<td>Short</td>
<td>200</td>
<td>Centered</td>
<td>[3,5]</td>
</tr>
<tr>
<td>Long</td>
<td>200</td>
<td>Centered</td>
<td>[21,22]</td>
</tr>
</tbody>
</table>

As visible in Figure 4, the share of the computational time of HGS-CVRP dedicated to the exploration of the Swap* neighborhood does not exceed 32%, confirming the effectiveness of the proposed exploration and move filtering strategies which permit to limit the complexity of this
neighborhood search. This is a significant achievement, given that this neighborhood is much larger than classic neighborhoods (e.g., Relocate or Swap). According to our experiments, Swap* is responsible for approximately 15% of the solution improvements. It also produces a larger proportion of improvements at later stages of the local search, when it is more difficult to find improving moves.

Some instance characteristics directly impact the performance of the neighborhoods. Instances with a larger number of customers or a depot location in the corner have proportionally more Swap* moves due to the proposed move filtering strategy based on arc circles. Consequently, the CPU time consumption and the number of applied moves tend to be higher in these situations. The Swap* neighborhood is also more effective when the routes contain fewer customers on average, as it finds a larger share of improvements in a smaller computational effort in proportion. Indeed, improving Swap* moves often correspond to pairs of Relocate moves that are individually improving but infeasible due to capacity limits, a recurrent case when optimizing many short routes.

6 Conclusions

This paper helped to fulfill two important goals: 1) facilitating future research by providing a simple, state-of-the-art code base for the CVRP; and 2) introducing a neighborhood called Swap* along with pruning and exploration strategies that permit an efficient search in a time similar to smaller neighborhoods such as Swap, Relocate or 2-Opt*. We conducted an extensive computational campaign to compare the convergence of the proposed HGS-CVRP algorithm with that of the original HGS (Vidal et al. 2012) and other algorithms provided to us by their authors, using the same computational platform. These analyses demonstrate that HGS-CVRP stands as the leading metaheuristic in terms of solution quality and convergence speed while remaining conceptually simple. As visible in these results, Swap* largely contribute to the search performance, especially at later stages of the local searches when improving moves are more difficult to find.

For future research, we recommend pursuing general research on the complexity of neighborhood explorations. For the CVRP, we can indeed argue that recent improvements in heuristic solution methods are due to more efficient and focused local searches rather than new metaheuristic concepts. Moreover, new breakthroughs are still being regularly made on the theoretical aspects of neighborhood search (see, e.g., De Berg et al. 2016). We also insist on the role of simplification in experimental design and scientific reasoning. While revisiting HGS and specializing it to the CVRP, we did systematic tests to retain only the most essential elements. Indeed, solution quality gains can almost always be achieved at the cost of having a method that is more convoluted and difficult to reproduce. Certainly, HGS-CVRP could be improved by dedicating a small fraction of
its search effort into an additional set-partitioning component, additional decomposition phases, or
mutation steps inspired by ruin-and-recreate. Nevertheless, we refrained from pushing further in
that direction yet, as the goal of heuristic design should be to 1) identify methodological
concepts that are as simple and effective as possible, and 2) to properly understand the role of
each component. Therefore, we hope that the release of HGS-CVRP will contribute towards a
general better understanding of heuristics for difficult combinatorial optimization problems.

Acknowledgments

The author would like to acknowledge Florian Arnold, Fernando Obed, and Anand Subramanian
for kindly giving access to their source code for the experiments of this paper. Additional thanks
are due to Alberto Santini for general advice on the C++ implementation of this algorithm, for
many insightful C++ tips. This research has been partially funded by CAPES, CNPq [grant
number 308528/2018-2], and FAPERJ [grant number E-26/202.790/2019] in Brazil. This support
is gratefully acknowledged.

References

Aiex, R.M., M.G.C. Resende, C.C. Ribeiro. 2007. TTT plots: A Perl program to create time-to-target
Transportation Science 54(2) 299–564.
classic TSP variants. 43rd International Colloquium on Automata, Languages, and Programming,
163–173.
for the capacitated vehicle routing problem. Working Paper. CIRRELT.
Kendall, G., R. Bai, J. Blazewicz, P. De Causmaecker, M. Gendreau, R. John, J. Li, B. McCollum, E. Pesch,


